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Resumo: A análise de normalidade na distribuição dos resíduos é um critério determinante para 

verificar e validar um modelo. Na modelagem de séries temporais financeiras por regressão 

linear, por exemplo, os resíduos devem ser independentes uns dos outros, identicamente 

distribuídos, possuir uma distribuição normal e homocedásticos. Desta forma, este estudo tem 

como objetivo estudar o desempenho de alguns testes de normalidade aplicados em resíduos 

obtidos da modelagem por regressão linear da tendência de uma série temporal utilizando 

polinômios de diferentes graus. Foram utilizados os testes de Jarque-Bera, Anderson-Darling, 

Kolmogorov-Smirnov Lilliefors, Doornik-Hansen e Shapiro-Wilk, havendo concordância 

quase que na totalidade dos resultados dos testes, com exceção do teste Doornik-Hansen. 

 

Palavras-chave: Testes de Normalidade. Análise de resíduos. Modelagem de Séries 

Temporais. 

 

Abstract: The normality analysis in the distribution of residuals is a determining criterion to 

verify and validate a model. For example, in modeling financial time series by linear regression, 

the residuals should be independent of each other, identically distributed, have a normal 

distribution, and be homoscedastic. Thus, it was aimed to study the performance of some 

normality tests applied on the residuals obtained from linear regression modeling of time series 

tendency using polynomials of different degrees. The Jarque-Bera, Anderson-Darling, 

Kolmogorov-Smirnov-Lilliefors, Doornik-Hansen, and Shapiro-Wilk tests were used, there 

was agreement in almost all test results, with the exception of the Doornik-Hansen test. 

 

Keywords: Normality Tests. Residual analysis. Time Series modeling. 

 

1 Introdução 

 

A Time Series (TS) is a set of observations ordered in sequence throughout a time 

interval (Morettin & Toloi, 2018). Its modeling can be performed by various methods and 

techniques, including linear regression. When modeling a TS, one way to verify the adequacy 

of the model found is by analyzing the residuals, which are the difference between the values 

observed in the TS and the modeled values in the training set. These residuals should be 

independent, preferably homoscedastic, and normally distributed (Hyndman & 

Athanasopoulos, 2021). 

Simple linear regression expresses the statistical relation between two variables. It can 

be used to fit a statistical model to a TS for making forecasts. In linear regression, the 

importance of normality in the residuals is to obtain higher reliability of the model inference 

(Schmidt & Finan, 2018). Indeed, the assumption of normality is one of the most important 

assumptions of parametric procedures (Ahmad & Sherwani, 2015; Yap & Sim, 2011). For Das 

and Imon (2016, p. 11), “it is essential to assess normality of a data before any formal statistical 

analysis”. 
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Various procedures, graphics or analytical, have been used to assess the assumption of 

normality. Although the graphical methods are useful for checking normality of sample data, 

they don’t provide conclusive evidences (Yap & Sim, 2011), so analytical methods are better. 

Tests used to verify the normality of data, including residuals, follow the rules of 

hypotheses tests of statistical inference that admit a certain margin of error based on evidence. 

Thus, different tests, and criteria can be used to measure the normality property of the residuals. 

Usually, in the TS analysis, the Jarque-Bera test (Jarque & Bera, 1987) is used to 

confirm, or not, the normality of the residuals. The independence property is usually verified 

by the Ljung-Box test (Ljung & Box, 1978), while homoscedasticity can be verified by the 

Autoregressive Conditional Heteroscedasticity (ARCH) test (Engle, 1982). To verify 

normality, one can also use the Anderson-Darling (Anderson & Darling, 1952), Kolmogorov-

Smirnov-Lilliefors (Lilliefors, 1967), Doornik-Hansen (Doornik & Hansen, 1994), and 

Shapiro-Wilk (Shapiro & Wilk, 1965) tests. 

For Yap and Sim (2011, p. 2141), if the distribution is asymmetric, the Shapiro-Wilk is 

the best test to analyze normality, followed by the Anderson-Darling test. But, if the distribution 

is asymmetric, D’Agostino test and Shapiro-Wilk test have good power when low kurtosis is 

present. On the other hand, for high kurtosis, Jarque-Bera, Shapiro-Wilk and Anderson-Darling 

can be used and have good performance. Ahmad and Sherwani (2015, p. 332) observed that 

some tests for normality have been affected by changing the sample size, level of significance 

and alternate distribution. They concluded that Shapiro-Wilk and Shapiro-Francia tests had 

better results in almost all cases analyzed. On the other hand, Nunes, Mattos and Konrath (2021, 

p. 177) concluded that, for samples from normality data, Jarque-Bera, Shapiro-Wilk, Anderson-

Darling and Kolmogorov-Simirnov-Lilliefors tests have good performance, but for asymmetric 

data and small sample, Shapiro-Wilk has the better performance. 

In this context, the purpose of this paper is to study some normality tests applied to the 

residuals obtained from linear regression modeling of time series tendency, using polynomials 

of different degrees. 

This paper is organized as follows: Section 2 presents the literature review on normality 

tests, Section 3 presents the methodology, and Section 4 points out and discusses the results 

obtained. The concluding remarks are in Section 5. 
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2 Normality Tests 

 

The normal distribution, also known as Gaussian, is represented by a probability density 

function that is symmetric and bell-shaped, widely used in statistical inference. The mean is at 

its center in this distribution, having approximately 99.72% of its values between 3 standard 

deviations (for more and less) (Lopes, Branco & Soares, 2013). Moreover, the mesokurtic 

distribution indicates that its tails should not be light or heavy (Akamine & Yamamoto, 2013). 

Hypotheses tests are used to verify the presence of normality in a data set, which can be 

parametric or nonparametric. The first assume that the population follows a specific distribution 

with a set of parameters (Kaur & Kumar, 2015). 

The performance of parametric or nonparametric normality tests searches to confirm the 

null hypothesis. A hypothesis test, in statistical inference, investigates whether a specific 

statement is accepted or rejected based on the information obtained from the TS, for example. 

The null hypothesis (H0) represents the initial belief (inference), but the results can disprove it, 

so it is rejected. The alternative hypothesis (H1) is the one that prevails if H0 is rejected (Hill, 

Griffiths & Judge, 2010). 

However, the possibility of erroneous inferences must be considered. Thus, there are 

two possibilities of error: Type I Error: rejecting H0 when it should be accepted and Type II 

Error: accepting H0 when it should be rejected. The p-value is used to decide whether or not to 

reject H0, and it represents the probability of obtaining a sample statistic at least as extreme as 

that resulting from the sample data, under the assumption that the null hypothesis is true. When 

the p-value of a hypothesis test is less than the chosen value of significance (α), one rejects H0 

(Hill et al., 2010). 

 

2.1 Jarque-Bera Test (JB) 

 

This test evaluates the normality of a random sample through some measures of the 

distribution shape, having been proposed in Jarque and Bera (1987). According to Bueno (2018, 

p. 82), in this test, the null hypothesis verified is that the coefficient of asymmetry is null, and 

the coefficient of kurtosis is equal to 3, e.g., these properties assume the expected values for a 

normal distribution. 

To determine the test statistics from an independent and identically distributed random 

sample of a random variable, 𝑦1, 𝑦, … , 𝑦𝑛, according to Hill et al. (2010, p. 160), we use Eq. 

(1): 
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𝐽𝐵 = 𝑛 [
𝐴2

6
+

(𝑘−3)2

24
],                                   (1) 

 

where 𝑛 is the number of observations in the TS, 𝐴 is an estimate of the skewness coefficient, 

and 𝑘 is an estimate of the kurtosis coefficient, found by Eq. (2) and Eq. (3), respectively and, 

according to Seier (2002, p. 2): 

 

𝐴 =
∑ (

𝑦𝑖−𝑦

𝑠
)

3
𝑛
𝑖=1

𝑛
,                                    (2) 

𝑘 =
∑ (

𝑦𝑖−𝑦

𝑠
)

4
𝑛
𝑖=1

𝑛
.                                 (3) 

 

In these equations, 𝑦 and 𝑠 are the mean and standard deviation of the random sample 

analyzed, respectively. 

The JB test statistics follows a chi-square, 𝜒2, asymptotic distribution with two degrees 

of freedom, which quickly determines the p-value. This simple and easy test is widely used in 

TS, more specifically, to analyze the normality property in the residuals. 

 

2.2 Shapiro-Wilk Test (SW) 

 

Shapiro-Wilk is one of the most widely used tests to evaluate the assumption of 

normality, being a nonparametric test that allows verifying whether the observed distribution is 

that expected for the data analyzed (Lopes et al., 2013). As evidenced by Ghasemi and 

Zahediasl (2012, p. 487), it is based on the correlation between the data and its correspondents 

in the presence of normality and tests the null hypothesis that the random variable analyzed 

follows a specific theoretical distribution (which may be the normal one) with unspecified mean 

and variance (Ahsanullah, Kibria & Shakil, 2014). However, the test statistics used does not 

have a probability distribution, and the p-values were determined by Monte Carlo simulation 

(Shapiro & Wilk, 1965). 

Let be a random sample of a variable 𝑦1, 𝑦2, … , 𝑦𝑛, arranged in ascending order. The test 

statistics, according to Das and Imon (2016, p. 9), is calculated as in Eq. (4) and Eq. (5): 
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𝑊 =
(∑ 𝑎𝑖𝑦𝑖

𝑛
𝑖=1 )

2

∑ (𝑦𝑖−𝑦)2𝑛
𝑖=1

,                                                                   (4) 

𝑎′ = (𝑎1, 𝑎2, … , 𝑎𝑛) =
𝑐′𝑉−1

(𝑐′𝑉−2𝑐)1 2⁄ ,                                             (5) 

 

where 𝑦 is the sample mean, and according to Pino (2014, p. 23), 𝑐′ = (𝑐1, 𝑐2, … , 𝑐𝑛) is the 

vector of expected values for the order statistics, and 𝑉 is the covariance matrix between these 

statistics, so (𝑎1, 𝑎2, … , 𝑎𝑛) “can be obtained from the table presented by Shapiro and Wilk 

(1965)”, according to Das and Imon (2016, p. 9). 

 

According to Güner, Frankford and Johnson (2009, p. 1746), the 𝑊 statistic “can be 

interpreted as a ratio of two estimates of the variance of the sample”, assuming values between 

zero and one and converging to one as the Gaussian sample size increases. According to Pino 

(2014, p. 23), it is the most widely used test in regression and correlation analysis in checking 

for the presence of this property in the residuals. Leotti, Birck and Riboldi (2005, p. 1) consider 

that the data do not follow a normal distribution and SW is superior to the other tests of 

adherence to normality. 

 

2.3 The Kolmogorov-Smirnov (KS) Test 

 

The Kolmogorov-Smirnov (KS) test is also nonparametric and can be used to assess the 

similarity between two cumulative distributions, one empirical and one theoretical, and can be 

used as a test of adherence with different types of theoretical models. According to Razali and 

Yap (2011, p. 23), in the null hypothesis of this test, it is considered that the sample data follow 

a specified distribution (which can be the normal distribution) with predefined mean and 

variance and, consequently, do not present substantial differences between the two cumulative 

frequency distributions. In this case, the cumulative distribution of the variable in the sample is 

expected to be very close to the cumulative distribution of the theoretical model considered, 

presenting only minor random deviations. 

According to Lilliefors (1967, p. 399), the test statistics focuses on the higher difference 

between the two cumulative frequency sequences, as presented in Eq. (6): 
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“𝐷 = 𝑚𝑎𝑥𝑥|𝐹∗(𝑥) − 𝑆𝑛(𝑥)|                                       (6) 

 

where 𝑆𝑛(𝑋) is the sample cumulative distribution function and 𝐹∗(𝑥) is the cumulative normal 

distribution function” and “if the value of 𝐷 exceeds the critical value in the table, one rejects 

the hypothesis that the observations are from a normal population”. 

According to Jarque and Bera (1987, p. 168), the KS test is a distance test, specifying mean and 

variance. According to Lilliefors (1967, p. 399), KS has the advantage that it can be applied to 

small samples, although the decision is made based on a single value: the highest difference. 

 

2.3.1 KS-Lilliefors Test (KS-L) 

 

The KS-Lilliefors (KS-L) test statistics calculation is performed in the same way as in 

KS, but the p-values are different because the distribution of the test statistics is constructed 

from parameter estimates (Öztuna, Elhan & Tüccar, 2006). The main difference between KS 

and KSL is that, when determining the distributions of the cumulative frequencies expected by 

the theoretical distribution, the former uses population mean and variance, the latter uses 

estimates obtained from the values observed in the sample (Abdi & Molin, 2007). When the 

distribution is not completely identified the probability of type 1 at KS-Lilliefors test tends to 

be smaller than in this KS test (Lilliefors, 1967 apud Ahmad & Scherwani, 2015). 

 

2.4 Anderson-Darling Test (AD) 

 

This test is a modification of the test proposed by Cramér-Von Mises (1928), and is also 

nonparametric. It can be used to evaluate whether the distribution of sample data follows some 

specific theoretical distribution, and like KS, it works with cumulative distribution functions, 

and like SW, it works with order statistics. The test checks the null hypothesis that the analyzed 

random variable follows a specific theoretical distribution (which can be the normal 

distribution). According to Anderson and Darling (1952, p. 194), the main innovation is 

incorporating a weight function, which allows it more flexibility. According to Leotti et al. 

(2005, p. 2), this statistic is based on the EDF (Empirical Distribution Function) of the data, 

belonging to the quadratic class of statistics based on this function. 

In this test, according to Ahsanullah et al. (2014, p. 47), the null hypothesis states that 

the data set follows the normal distribution. 
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To determine the test statistics from n ordered sample data, 𝑦1, 𝑦2, … , 𝑦𝑛, according to 

Anderson (2010, p. 53), Eq. (7) can be used: 

𝐴𝑛
2 = −𝑛 −

1

𝑛
∑ (2𝑖 − 1)𝑛

𝑖=1 [𝑙𝑜𝑔𝑢𝑖 + 𝑙𝑜𝑔(1 − 𝑢(𝑛−𝑖+1))],                                            (7) 

where 𝑢𝑖 = 𝐹0(𝑦𝑖), with 0 ≤ 𝑢𝑖 ≤ 1 representing the theoretical cumulative distribution 

function probabilities. For a normal distribution, these values are determined by Eq. (8), 

according to Arshad, Rasool and Ahmad (2003, p. 86): 

𝑢𝑖 = 𝑃 (𝑢 ≤
𝑦𝑖−𝑦

𝑠
),                                          (8) 

where 𝑦 and 𝑠 are the mean and standard deviation of the random sample analyzed and 
𝑦𝑖−�̄�

𝑠
is 

the standard score. 

 

Razali and Yap (2011, p. 31) state that the AD test is not as good as the SW test, but 

Stephens (1974, p. 733) states that the A2 statistic is one of the best statistics for assessing 

departure from normality of an empirical distribution function, agreeing with Grace and Wood 

(2012). 

 
2.5 Doornik-Hansen Test (DH) 

 
According to Górecki, Horváth and Kokoszka (2020, p. 681), the authors “proposed a 

simple multivariate normality test based on transformed skewness and kurtosis.” Farrel, 

Salibian-Barrera and Naczk (2007, p. 3) state that “these authors conducted a small simulation 

study that suggests that their statistics has better properties than other tests based on skewness 

and kurtosis.” But, according to Joenssen and Vogel (2014, p. 17), this test loses performance 

with increasing dimensionality. 

In agreement with Adkins (2018, p. 95), “the Doornik-Hansen test has a 𝜒2 distribution 

if the null hypothesis is true”, while the alternative hypothesis (H1) considers that the sample 

does not come from a normal distribution. The use of the statistic 𝜒2 proves to be 

computationally a more complex test than Jarque-Bera (Adkins, 2018). 

According to Górecki et al. (2020, p. 682), to determine the test statistics, corrected by 

Wickham (2015) in concordance with Lobato-Velasco (2004), equations 9 to 11 can be used: 

 

𝐸𝑑 = ∑ (𝑧1𝑗
2 + 𝑧2𝑗

2 )𝑝
𝑗=1 ,                                             (9) 

where 𝑧1𝑗 = 𝑓1,𝑁(𝜏𝑌,𝑗)                                           (10) 

and 𝑧2𝑗 = 𝑓2,𝑁(𝜅𝑌,𝑗, 𝜏𝑌,𝑗),                                        (11) 
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where κ* and τ* are the skewness and kurtosis modified by Lobato-Velasco (2004), as 

can see in equations 12 to 13. 

𝜏𝑌,𝑗
∗ =

𝑚𝑌,3,𝑗

𝜈𝑌,3,𝑗
1 2⁄  e                                                            (12) 

𝜅𝑌,𝑗
∗ =

𝑚𝑌,4,𝑗

𝜈𝑌,4,𝑗
1 2⁄ .                                                               (13) 

Yigit and Mendes (2014, p. 31) state that Doornik and Hansen (1994) “reported that 

their test had a good performance in terms of retaining type I error rate at the nominal level and 

good test power values.” 

 

3 Others Properties 

 

3.1 Homoscedasticity: ARCH Test 

 

In the analysis of residuals, homoscedasticity must also be evaluated. It comes from the 

concept of homogeneous scattering of errors, e.g., with equal variance, because, in this case, 

there tends to be no outliers and symmetry (Gujarati & Porter, 2011). In a TS, the model errors 

should have the same variance for any value of the explanatory variables (Alves & Pereda, 

2018). 

There are several tests to detect heteroscedasticity. However, the ARCH or its variations 

are usually used when using financial TS due to the high volatility. More details on this test can 

be seen in Engle (1982). 

 
3.2 Independence of Residuals: Ljung-Box Test(LB) 

 
To verify the independence of the residuals, one can use the Ljung-Box test, which is a 

variation of Box-Pierce (Hill et al., 2010). This test is set with the null hypothesis that the model 

does not have a misfit, e.g., autocorrelations up to lag 𝑆 are equal to zero. If this happens, the 

residuals are random and independent up to this lag. The null hypothesis says that the residuals 

are not autocorrelated (Hill et al., 2010). 

The test statistics is given, according to Moretin and Toloi (2018, p. 205), by Eq. (14): 

𝑄(𝐾) = 𝑛(𝑛 + 2) ∑
�̀�𝑗

2

(𝑛−𝑗)
𝐾
𝑗=1 ,                                      (14) 

where 𝑛 is the total number of observations in the TS, 𝜌�̀� is the estimated autocorrelation of the 

TS at lag 𝐾, and 𝑗 is the variance from 1 to 𝐾 within the TS. 

It is necessary to define the maximum lag for the model to calculate the independence of the 
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residuals by Ljung-Box; thus, a value between 10 and 15 is used, according to Morettin and 

Toloi (2018, p. 205). More details about this test can be seen in Ljung and Box (1978). 

 

4 Methodology 

 

To study the tests of normality were generated four models with different polynomials 

degrees to the raw data of the VALE3 ON (common) stock daily closing price in the year 2018. 

To obtain the data set to be analyzed, the website of the brazilian stock exchange (Brasil, Bolsa, 

Balcão-B3)1 was accessed. The Vale company was chosen because it represents a high 

percentage in the Bovespa index, around 15%, and it is a stock of a Brazilian multinational with 

high turnover and, therefore, high liquidity. It was chosen to use the raw data of the daily closing 

of the stock of VALE3 ON (common) in the year 2018, totaling 245 observations, for being 

commonly used data and for the period presenting the challenge of containing initially uptrend 

and after downtrend. 

The software R Studio (R Core Team, 2019), which is considered to be very reliable, 

was used to perform the calculations. It has several libraries able to assist this work. 

Initially, an exploratory analysis was performed in R Studio, and some summary 

measures were determined: minimum value, first quartile, median, third quartile, maximum 

value, asymmetry coefficient, and kurtosis coefficient. For asymmetry and kurtosis calculation 

the commands skewness and kurtosis, respectively, were used, from the Performance Analytics 

library (Peterson et al., 2020). 

We have also plotted a boxplot for visual assessment of asymmetry and the presence of 

outliers, a histogram for visual assessment of the shape of the distribution and identification of 

possible gaps, and a Q-Q Plot for visual assessment of normality. 

Polynomial linear regression models, described by Eq. (15), are used to describe the 

trend of a TS: 

𝐸(𝑦|𝑡) = 𝛽0 + 𝛽1𝑡 + 𝛽2𝑡2 + ⋯ + 𝛽𝑚𝑡𝑚 .                            (15) 

where 𝑦 is the variable presented by TS, 𝑇 is the number of observations with 𝑡 = 1,2, … , 𝑇, 

𝛽𝑚 are the coefficients of the polynomial regression, and 𝑚 is the degree of the polynomial. 

In the present study, after performing exploratory analysis of the TS data to evaluate the 

performance of the normality tests, four models, determined from Eq. (15) (1 ≤ 𝑚 ≤ 4), were 

fitted, which generated four data sets formed by their respective residuals. 

 
1 Raw data can be obtained on https://syr.us/tAQ 
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For model fitting, we used the lstm command, from the forecast library (Hyndman et 

al., 2022). This is done aiming to analyze the p-value and verify if the models have a good 

explanatory power. The models fitted analysis of variance measures employed the F statistic, 

which tests the null hypothesis that all model coefficients are null, and also employed the 

coefficient of determination (R2), which is a measure of variation that occurs in a dependent 

variable, in function of the variations that occur in the independents variables in a linear 

regression model (Gujarati & Porter, 2011, p. 95). 

The residuals, that are the difference between the observed value and the model 

predicted value, were calculated by the resid command, and after the summary command was 

used to display its results. 

Then the normality tests mentioned above were performed to analyze the residuals and 

test if the null hypothesis, that the data have a normal distribution, is confirmed: Jarque-Bera, 

Shapiro-Wilk, Kolmogorov-Smirnov Lilliefors, Doornik-Hansen, and Anderson-Darling. 

Jarque-Bera test was executed by the jarque.bera.test command from the tseries library 

(Trapletti & Hornik, 2020), also the Shapiro-Wilk test was executed by a command from the 

same library, named shapiro.test. 

Anderson-Darling and Kolmogorov-Smirnov Lilliefors tests were executed with the 

commands ad.test e lillie.test, respectively, both from nortest library (Gross & Ligges, 2015). 

Doornik-Hansen test was executed by DH.test command from mvnTest library (Pya et 

al., 2016). 

Significance level of 0.05 was used to perform the linear regression analysis and 

normality tests. 

Tests for independence and homoscedasticity were also performed, complementing the 

analysis. In the first case, the Ljung-Box test was used, while the ARCH test was used in the 

second. The Ljung-Box test was performed by the command Box.test. The ARCH test was 

executed with the command ArchTest from the FinTS library (Tsay, 2013). 

 

5 Results 

 

Figure 1 shows the TS curve, where one can see that there was an upward trend (with 

jumps) in the first 180 working days of the year, which reverted to a downward trend in the last 

65 working days. 
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Figure 1 

 

VALE3 stock closing price time series in 2018 

 

 

 

 

 

 

 

 

 

 

 

 

Source: The authors, 2022. 

 

The histogram and boxplot, presented in Figure 2, respectively, visually indicate that 

the distribution of the TS data is not close to a normal distribution and can be considered 

symmetrical, corroborated by the asymmetry coefficient that assumed the value of -

0.07660403. The kurtosis coefficient provided the value -0.9121602, which reveals a 

platykurtic curve with light tails. 
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Figure 2 

 

VALE3 stock in 2018 histogram and boxplot  

 

 

 

 

 

 

 

 

 

 

Source: The authors, 2022. 

 

Table 1 presents the fitting quality of the models. When the p-value is smaller than the 

level of significance adopted, the model is considered significant, i. e., at least one of the 

variables included in the model changes the expected value of the response (Mattos, 2004). 
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Table 1 

 

Quality of fit measures 

 

 

 
First-degree Model Second-degree Model Third-degree Model Fourth-degree Model 

F statistic 
451,2 315,7 295,2 229,1 

Degrees of freedom 243 242 241 240 

p-value 2,2 x 10-16 2,2 x 10-16 2,2 x 10-16 2,2 x 10-16 

R2 
0,6499 0,7272 0,7887 0,7957 

R2
adjusted 0,6485 0,7249 0,7861 0,7923 

Source: The authors, 2022. 

 
In Table 1, the coefficient of determination (R2) is observed, which establishes 

percentual how much the model explains the variation in the average response of 𝑦. This result 

can be corrected for the loss of degrees of freedom with each term in the model, providing the 

adjusted R2. The coefficients of determination assumed values between 0.6499 and 0.7957, 

ratifying the viability of the models found. 
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Table 2 

 

Residuals summary analysis 

 

 First Degree Model Second Degree Model Third Degree Model Fourth Degree Model 

Minimum -7,5001 -5,5723 
-4,3818 -4,5023 

1st quartile -1,9909 -2,4851 
-1,9321 -1,7925 

Median -0,1322 -0,0365 
-0,4471 -0,0984 

3rd quartile 2,0668 2,0717 
1,5450 1,5337 

Maximum 7,8424 7,3749 
7,4479 7,6539 

Asymetry 0,0990 0,3203 0,5681 0,5743 

Kurtosis -0,1267 -0,5367 -0,1689 0,0130 

Source: The authors, 2022. 

 
For the diagnostic analysis of the models, the residuals were calculated, which returned 

the values presented in Table 2. From this table, one can see that the central tendency, 

represented by the median, closest to zero was in the second-degree model; the first and second-

degree models can be considered symmetrical, corroborated by the asymmetry coefficients. The 

kurtosis coefficients of the first, second, and third-degree models reveal a platykurtic curve, 

while the fourth-degree model is mesokurtic. 
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Figure 3 

 

Four models residuals histograms 

 

Source: The authors, 2023. 

 

Visually, the residual histogram of the first-degree model (Figure 3a) appears to have a 

distribution closer to normal than the others.  
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Figure 4 

 

Four models residuals normal Q-Q plot 

 

Source: The authors, 2022. 

 

In Figure 4, the normal curves of the quantiles of the residuals for the models studied 

are plotted. It can be seen that the first one shows a better representation of normality. The 

others have their beginning and ending a little bit away of the normal quantile-quantile line. 

Specially the second-degree model is diverging, the others two diverge a little, but, after, 

converge in the end. 

Figure 5 shows the boxplots of the residuals of the analyzed models, showing that the 

symmetry of the first-degree model is better than the others. 

 

Figure 5 

Four models residuals boxplot  

 

Source: The authors, 2022. 
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The normality tests applied to validate the proposed models were Anderson-Darling, 

Jarque-Bera, Kolmogorov-Smirnov-Lilliefors, Doornik-Hansen, and Shapiro-Wilk. The results 

obtained can be seen in Table 3. 

It is worth noticing that the Doornik-Hansen test results have provided much higher 

values and proved to be the most rigorous since all models failed in this test of normality with 

values very far from the 0.05 level. 

Analysing Table 3, the p-value of the normality tests, with a level of significance 0.05, 

we can infer that the residuals of first-degree polynomial model are in a normal distribution, 

except for the Doornik-Hansen test. But with the results of the p-values of the other normality 

tests, the second, third, and fourth degrees polynomial models, we can infer that they are not. 

Table 3 

Results obtained from normality tests 

 

Degree of 

polynomial 
Measure 

Test 

KSL JB SW AD DH 

1 

Test statistics 
0,0389 0,5643 0,9908 0,4281 25,5419 

Degrees of freedom 2 2 - - - 

p-value 
0,4844 0,7542 0,1240 0,3091 3,91x10-5 

2 

Test statistics 
0,0691 7,1310 0,9770 1,2919 36,8127 

Degrees of freedom 2 2 - - - 

p-value 
0,0065 0,0283 0,0005 0,0023 1,97x10-7 

3 

Test statistics 
0,0851 13,4720 0,9695 

1,9244 
48,8110 

Degrees of freedom 2 2 - - - 

p-value 
0,0002 0,0012 4,22x10-5 6,39x10-5 6,39x10-10 

4 

 
Test statistics 

0,0785 13,4690 0,9712 
1,6056 

44,8972 

Degrees of freedom 2 2 - - - 

p-value 
0,0009 0,0012 7,28x10-5 0,0004 4,18x10-9 

Source: The authors, 2022. 

Legend: KS-L = Kolmogorov-Smirnov-Lilliefors, JB = Jarque-Bera, SW = Shapiro-Wilk, AD = Anderson- 

Darling, DH = Doornik-Hansen. 

 

It is worth noticing to the fact that the sample size can influence the results of the 

normality tests, as there is a tendency, for larger samples, to reject the null hypothesis, 
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increasing the probability of type I errors. Mainly in tests that use the value of n in their test 

statistics, such as Jarque-Bera and Anderson-Darling. 

According to Demir (2022, p. 397), the Kolmogorov-Smirnov-Lilliefors, Anderson 

Darling, Shapiro-Wilk, and Jarque-Bera tests are not affected by the sample size, only when the 

asymmetry and kurtosis coefficients are close to zero. 

In the present study, a sample of 245 values was used and only the residuals of the first 

degree polynomial showed asymmetry (0.0984) and kurtosis (-0.1501) close to zero, satisfying 

Demir's(2022, p. 397) asymmetry and kurtosis criterion. In the residuals of the second degree 

polynomial, the asymmetry was relatively low (0.3184), but not the kurtosis (-0.5568). In the 

residuals of third and fourth degrees polynomials, asymmetries were high, respectively 0.56467 

and 0.5708. 

According to this author, the results obtained for these measures indicate that the 

interpretation of normality tests for polynomials of degree two, three, and four may have been 

influenced by pronounced asymmetry and kurtosis, not showing good performance.As 

mentioned, it is also essential to check the homoscedasticity and independence of the residuals. 

To this end, the Ljung-Box and ARCH tests were run, respectively. The Ljung-Box test returned 

a p-value of 2.2 x 10-16 for all models, therefore, much lower than 0.05, which showed evidence 

of dependence among residuals. The ARCH test also confirmed the heteroscedasticity effect in 

all models since the p-value of 2.2 x 10-16 is well below 0.05. 

 

6 Concluding Remarks 

 

The modeling of the TS trend of the closing price of VALE3 stock performed employing 

the Least Squares Method, fitting polynomial models of up to fourth-degree, found viable 

models, in which the results of the analysis of variance and the coefficient of determination 

were reasonable, although some did not meet the requirements of the method used. 

The four tests, Jarque-Bera, Shapiro-Wilk, Anderson-Darling, and Kolmogorov-

Smirnov-Lilliefors, considered in this analysis presented the same result in the normality 

evaluation, although they found different p-values. And the Doornik-Hansen normality test was 

an exception, presenting a different result in the model of first degree polynomial. Besides, the 

Doornik-Hansen p-value was always the farthest from the other tests. 

It was observed that the sample size can be a limitation to the inference of conclusions 

on the tests results. So, it is recommend use several tests to better analysis this desirable property 

when making a TS forecast. 
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It was observed too that the Jarque-Bera test always presented a higher p-value than the 

others, while the Doornik-Hansen test presented a lower one. This suggests that the Jarque-Bera 

test presents a tendency not to reject the null hypothesis associated with normality, resulting in 

a higher probability of occurrence of type 2 error. On the other hand, the Doornik-Hansen test 

would be showing a tendency to reject the null hypothesis, which could represent a higher 

probability of type 1 error. 

It should be noted that failure to meet this requirement still allows good predictions to 

be obtained Bueno (2018). Because of this, if the goal of the TS analysis is to make predictions, 

the Jarque-Bera test seems to be the most suitable. 

Finally, we observe that ARIMA (Autoregressive Independent Moving Average) or 

GARCH (Generalized Autoregressive Conditional Heteroscedasticity) models would better fit 

for this TS because it is a financial TS and quite volatile. 

As future work, we consider studying the performance of normality tests with different 

sample sizes, as well as different intensities of asymmetry and kurtosis coefficients. 
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